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Group Recommendation

Recommended items are for group of users rather than a single user
Key difference
— a single user: possible temporal variation of preferences
— a group of users: variation of preferences
Problem formulation
— trying to satisfy, as much as possible, the individual preferences of
all the group’s members
Applications
— web/news pages: group modeling in public space
— tourism/vacation package
— music
— TV programs and movies
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Group Recommendation: Evaluation Metrics

Comparing the generated recommendations for a group with the true
preferences of the individual members

User studies
— Acquire the users’ individual evaluations and aggregate
— Conduct group a joint evaluation of the group: emotional
contagion
Off-line evaluations: using traditional CF data sets
— generate synthetic groups
— evaluate group recommendations simultaneously against the
preferences of all the users in the group
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Group Recommendation: Two Classes of Methods

Construct a joint user profile for all the users in the group
— performing a recommendation for this artificial user represented by
the group profile
Recommendations for each individual member
— aggregation into a group recommendation
— existing user studies regarding methods used for aggregating
individual recommendations: average and least misery
— main methodology: rank aggregation
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Rank Aggregation

Kendall tau distance: between two ranked lists
— number of pairwise disagreements between two lists
— usually normalized by n(n − 1)/2
Kemeny optimal aggregation of a set of ranking lists
— ranking list that minimizes the average Kendall tau distances
— NP-hard to compute
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Rank Aggregation with Scoring

Assume g the set of ranking lists of N items
— su(i) is the score (predicted value) for user u

Each item has a score which generates the ranking list
— Average aggregation

s(i) =
1
|g |
∑
u∈g

su(i)

then generate ranking using {s(i)}
— Least Misery

s(i) = min
u∈g

su(i)
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Rank Aggregation w/o Scoring

Assume g = {σu} the set of ranking lists of N items
— each ranking list σu a permutation of {1, . . . ,N}
— σ(i) is the position of item i in the list

Spearman footrule distnace

d(σ1, σ2) =
∑

i
|σ1(i)− σ2(i)|

Spearman footrule aggregation: ranking list that minimizes the
average Spearman footrule distances
Equivalent to finding a minimum cost perfect matching in a particular
bipartite graph
2-approximation of Kemeny optimal aggregation
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Rank Aggregation w/o Scoring

Borda count: scoreu(i) number of items below item i in ranking list
σu

Borda count aggregation:

s(i) =
1
|g |
∑
u∈g

su(i)

5-approximation of Kemeny optimal aggregation
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DCG (Discounted Cumulated Gain)

Relevance labels converted to gain values
— Perfect ⇒ 20, Excellent ⇒ 10, Good ⇒ 5, Fair ⇒ 1, Bad ⇒ 0.
List of ranked documents with labels ⇒ gain vector G.
DCG for the ranked list is computed as

DCGK =
K∑

i=1

G(i)
log2(1 + i) ,

for K = 10 ⇒ DCG-10. Often, we use normalized DCGs.
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DCG (Discounted Cumulated Gain)

Not all recommended items rated by the users
[1, 4, 5, 8, 3, 7, 6, 2, 9] is a ranked list of recommendations for a group
user u test set consists of eight items {1, 4, 7, 8, 9, 12, 14, 20}
nDCG is computed on the ranked list [1, 4, 8, 7, 9]
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Random Groups
ization with gradient descent optimization [9]. Hence, in our
experimental setup individual predictions are computed us-
ing Singular Value Decomposition latent factor model with
60 factors. Using this prediction method for each user we
generated a ranked list of recommendations containing all
the items that are not present in the user’s training set
of any group member. Then, as we have discussed earlier,
our group recommendation algorithm takes as input either
these individual ranked lists of items’ recommendations or
the predicted ratings for each user in the group, and returns
a ranked list of recommendations for the whole group. The
individual recommendations are aggregated using the five
methods described in Section 3.
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For evaluating the goodness of a ranked list of recom-
mendations we use Normalized Discounted Cumulative Gain
(nDCG), a standard IR measure [10]. Let p1, . . . , pl be a
ranked list of items produced as an individual or group rec-
ommendation. Let u be a user and rupi the true rating of the
user u for the item pi (ranked in position i, i.e., σu(pi) = i).
Discounted Cumulative Gain (DCG) and normalized DCG
(nDCG) at rank k are defined respectively as:

DCGu
k = rup1 +

k∑

i=2

rupi
log2(i)

(1)

nDCGu
k =

DCGu
k

IDCGu
k

(2)

where IDCG is the maximum possible gain value for user u
that is obtained with the optimal re-order of the k items in
p1, . . . , pk.
To compute nDCG we need to know the true user rating

for all the items in the recommendation list. Actually, when
the test set (items rated by the users) contains only some of
the items ranked in the recommendation list one must up-
date the above definition. In our experiments we computed
nDCG on all the items in the test set of the user sorted
according to the ranking computed by the recommendation
algorithm (individual or group recommendations). In other
words, we compute nDCG on the projection of the recom-
mendation list on the test set of the users. For example,
imagine that r = [1, 4, 5, 8, 3, 7, 6, 2, 9] is a ranked list of
recommendations for a group. Since this is a group rec-
ommendation list, as we observed above, none of the items
in this list occurs in the training set of any group member.
Moreover, suppose that the user u test set consists of eight
items {1, 4, 7, 8, 9, 12, 14, 20}. In such case, we would com-
pute nDCG on the ranked list [1, 4, 8, 7, 9].
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In the first experiment we compare the effectiveness of

the group and individual recommendations when varying
the aggregation method and the group size. We conducted
this experiment for random groups and groups with high
inner group similarity. Our initial hypothesis was that the
effectiveness of the group recommendation, in both cases,
should decrease as the group size increases. In fact, our
intuition says that, even without taking into account the

(a) random groups

(b) high similarity groups

Figure 2: Effectiveness of group recommendation
with rank aggregation techniques.

group composition, it is harder to build good recommenda-
tions for larger groups as it gets harder to find a consensus
among many, potentially different preferences. Moreover,
when building recommendations for large groups we do not
consider items that are already experienced (are in the train-
ing set) by any of the user in the group. This is likely to
discard the most popular items, making it harder to make
“everybody likes this” type of recommendations.

Figure 2 shows the results of our experiments using ran-
dom groups and group with high inner similarity and il-
lustrates how this intuition in some cases could be wrong.
We computed the average effectiveness (nDCG), over all the
users in any group, of the group recommendations built us-
ing the five presented aggregation methods for group sizes
equal to 2, 3, 4 and 8. In Figure 2 the effectiveness of the
group recommendations is also compared with that of the
individual recommendations. These results are based on a
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High Similarity Groups
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