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Recommender Systems Based on Citation Graphs
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Figure 1: An example of citation graph.

on graphs is the measurement of vertex similarity, where
related work simply borrows the recent results of the Lapla-
cian on directed graphs [2] and semi-supervised learning of
graphs [18]. Nevertheless, using a single graph Laplacian to
measure the item similarity can overfit in practice, especially
for data on the Web, where the graphs tend to be noisy and
sparse in nature. For example, if we revisit Fig. 1 and con-
sider two quite common scenarios, as illustrated in Fig. 2,
it is easy to see why measuring item similarities based on a
single graph can sometimes cause problems. The first case is
called missing citations, where for some reason a citation is
missing (or equivalently is added) from the citation graph.
Then the similarity between A and B (or C) will not be en-
coded in the graph Laplacian. The second case, called same
authors, shows that if A and E are authored by the same
researcher Z, using the citation graph only will not capture
the similarity between D and B, which presumably should
be similar because they are both cited by the author Z.

A
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D E

(a) Missing citations

A

B

C

D E

Z

(b) Same authors

Figure 2: Two common problematic scenarios for
measuring item similarities on a single citation
graph: missing citations and same authors.

Needless to say, the cases presented above are just two
of the many problems caused by the noise and sparsity of
the citation graph. Noise in a citation graph is a result of a
missing citation link or an incorrect one. Fortunately, real
world data can usually be described by different semantics or
can be associated with other data. In the focus of relational
data in this paper, we work with several graphs regarding
the same set of items. For example, for document recom-
mendation, in addition to the document citation graph, we
also have a document-author bipartite graph that encodes
the authorship, and a document-venue bipartite graph that
indicates where the documents were published. Such rela-
tionship between documents and other objects can be used
to improve the measurement of document similarity. The
idea of this work is to combine multiple graphs to calcu-
late the similarities among items. The items can be the full
vertex set of a graph (as in the citation graph) or can be a
subset of a graph (as in document-author bipartite graph) 2.

2Note the difference between this work and the related
work [16] where multiple graphs with the same set of vertices
are combined.

By doing so, we let data from different semantics regarding
the same item set complement each other.

In this paper, we implement a model of learning from mul-
tiple graphs by seeking a single low-dimensional embedding
of items that captures the relative similarities among them.
Based on the obtained item embedding, we perform label
propagation, giving rise to a new recommendation frame-
work using semi-supervised learning on graphs. In addition,
we address the scalability issue and propose an incremental
version of our new method, where an approximate embed-
ding is calculated only for the new items. The new methods
are evaluated on two real world datasets prepared from Cite-
Seer. We compare the new batch method with a baseline
modified from a recent semi-supervised learning algorithm
on a directed graph and a basic user-based CF method us-
ing Singular Value Decomposition (SVD). Also, we compare
the new incremental method with the new batch method
in terms of recommendation quality and efficiency. We ob-
serve significant quality improvement in our batch method
and significant efficiency improvement with tolerable quality
loss for our incremental method.

The contributions of this work are: (1) We overcome the
deficiency of a single graph (e.g. noise, sparsity) by com-
bining multiple information sources (or graphs) via a joint
factorization to learn rich yet compact representation of the
items in question; (2) To ensure effectiveness and efficiency,
we propose several novel factorization strategies tailored to
the unique characteristics of each graph type, each becom-
ing a sub-problem in the joint framework; (3) To handle
the ever-growing volume of documents, we further develop
an incremental updating algorithm that greatly improves
the scalability, which is validated on two large real-world
datasets.

The rest of this paper is organized as follows: Section 2
introduces how to realize recommendations using label prop-
agation; Section 3 describes our method for learning item
embedding from three general types of graphs; Section 4
further introduces the incremental version of our algorithm;
Experiments are presented in Section 5; Section 6 discusses
the related work; Conclusions are drawn in Section 7.

2. RECOMMENDATION BY LABEL

PROPAGATION

Label propagation is one typical kind of transductive learn-
ing in the semi-supervised learning category where the goal
is to estimate the labels of unlabeled data using other par-
tially labeled data and their similarities. Label propagation
on a network has many different applications. For exam-
ple, recent work shows that trust between individuals can
be propagated on social networks [7] and user interests can
be propagated on item graphs for recommendations [12].

In this work, we focus on using label propagation for docu-
ment recommendation in digital libraries. Let the document
set be D, where |D| is the number of documents. Suppose
we are given the document citation graph GD = (VD, ED),
which is an unweighted directed graph. Suppose the pair-
wise similarities among the documents are described by the
matrix S ∈ R

|D|×|D| measured based on GD. A few doc-
uments have been labeled “interesting” while the remaining
are not, denoted by positive and zero values in the label vec-
tor y. The goal is to find the score vector f ∈ R

|D| where
each element corresponds to the propagated interests. Then

Citation graph:
— documents ⇒ vertices
— citations ⇒ directed edges
Document similarity based on co-citations:
— B and C are similar because they are both cited by E
Citation graph is sparse and noisy
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Issues Using a Single Citation Graph
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Figure 1: An example of citation graph.

on graphs is the measurement of vertex similarity, where
related work simply borrows the recent results of the Lapla-
cian on directed graphs [2] and semi-supervised learning of
graphs [18]. Nevertheless, using a single graph Laplacian to
measure the item similarity can overfit in practice, especially
for data on the Web, where the graphs tend to be noisy and
sparse in nature. For example, if we revisit Fig. 1 and con-
sider two quite common scenarios, as illustrated in Fig. 2,
it is easy to see why measuring item similarities based on a
single graph can sometimes cause problems. The first case is
called missing citations, where for some reason a citation is
missing (or equivalently is added) from the citation graph.
Then the similarity between A and B (or C) will not be en-
coded in the graph Laplacian. The second case, called same
authors, shows that if A and E are authored by the same
researcher Z, using the citation graph only will not capture
the similarity between D and B, which presumably should
be similar because they are both cited by the author Z.
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Figure 2: Two common problematic scenarios for
measuring item similarities on a single citation
graph: missing citations and same authors.

Needless to say, the cases presented above are just two
of the many problems caused by the noise and sparsity of
the citation graph. Noise in a citation graph is a result of a
missing citation link or an incorrect one. Fortunately, real
world data can usually be described by different semantics or
can be associated with other data. In the focus of relational
data in this paper, we work with several graphs regarding
the same set of items. For example, for document recom-
mendation, in addition to the document citation graph, we
also have a document-author bipartite graph that encodes
the authorship, and a document-venue bipartite graph that
indicates where the documents were published. Such rela-
tionship between documents and other objects can be used
to improve the measurement of document similarity. The
idea of this work is to combine multiple graphs to calcu-
late the similarities among items. The items can be the full
vertex set of a graph (as in the citation graph) or can be a
subset of a graph (as in document-author bipartite graph) 2.

2Note the difference between this work and the related
work [16] where multiple graphs with the same set of vertices
are combined.

By doing so, we let data from different semantics regarding
the same item set complement each other.

In this paper, we implement a model of learning from mul-
tiple graphs by seeking a single low-dimensional embedding
of items that captures the relative similarities among them.
Based on the obtained item embedding, we perform label
propagation, giving rise to a new recommendation frame-
work using semi-supervised learning on graphs. In addition,
we address the scalability issue and propose an incremental
version of our new method, where an approximate embed-
ding is calculated only for the new items. The new methods
are evaluated on two real world datasets prepared from Cite-
Seer. We compare the new batch method with a baseline
modified from a recent semi-supervised learning algorithm
on a directed graph and a basic user-based CF method us-
ing Singular Value Decomposition (SVD). Also, we compare
the new incremental method with the new batch method
in terms of recommendation quality and efficiency. We ob-
serve significant quality improvement in our batch method
and significant efficiency improvement with tolerable quality
loss for our incremental method.

The contributions of this work are: (1) We overcome the
deficiency of a single graph (e.g. noise, sparsity) by com-
bining multiple information sources (or graphs) via a joint
factorization to learn rich yet compact representation of the
items in question; (2) To ensure effectiveness and efficiency,
we propose several novel factorization strategies tailored to
the unique characteristics of each graph type, each becom-
ing a sub-problem in the joint framework; (3) To handle
the ever-growing volume of documents, we further develop
an incremental updating algorithm that greatly improves
the scalability, which is validated on two large real-world
datasets.

The rest of this paper is organized as follows: Section 2
introduces how to realize recommendations using label prop-
agation; Section 3 describes our method for learning item
embedding from three general types of graphs; Section 4
further introduces the incremental version of our algorithm;
Experiments are presented in Section 5; Section 6 discusses
the related work; Conclusions are drawn in Section 7.

2. RECOMMENDATION BY LABEL

PROPAGATION

Label propagation is one typical kind of transductive learn-
ing in the semi-supervised learning category where the goal
is to estimate the labels of unlabeled data using other par-
tially labeled data and their similarities. Label propagation
on a network has many different applications. For exam-
ple, recent work shows that trust between individuals can
be propagated on social networks [7] and user interests can
be propagated on item graphs for recommendations [12].

In this work, we focus on using label propagation for docu-
ment recommendation in digital libraries. Let the document
set be D, where |D| is the number of documents. Suppose
we are given the document citation graph GD = (VD, ED),
which is an unweighted directed graph. Suppose the pair-
wise similarities among the documents are described by the
matrix S ∈ R

|D|×|D| measured based on GD. A few doc-
uments have been labeled “interesting” while the remaining
are not, denoted by positive and zero values in the label vec-
tor y. The goal is to find the score vector f ∈ R

|D| where
each element corresponds to the propagated interests. Then
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Exploring Multiple Data Sources

Real-world problems are complex and involves data from multiple
sources
Consider three relationships:
— Citation relationship: a directed graph
— Author-Document relationship: a bipartite graph
— Document-Venue relationship: a bipartite graph
A special case of Entity-Relationship Model (ERM)
— Entity types: documents, authors, and venues
— Relationships: citation, authorship, document-venue

Hongyuan Zha (Georgia Tech) CSE 8803RS: Recommendation Systems 6 / 19
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Simultaneous Profiling of Entities from Multiple Sources

Profiling: assigning a set of numeric/categorical features to entities
Embedding: projecting entities to k-dimensional Euclidean space
— metric properties reflect semantics
Using, e.g., nearest neighbor search, we can
— for a given document, which are the "closest" documents:
Google Scholar: related document function
— for a given document, who are the "closest" authors
— for a given author, who are the "closest" documents
— · · ·
Document classification, clustering and visualization
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Relationships and Profiling

Relationships as Graphs:
Citation relationship: GD = (VD,ED)

Author-Document relationship: GAD or its adjacency matrix
Document-Venue relationship: GVD or its adjacency matrix

Entity Profiles:

Documents: FD ∈ Rnd×k , nd number of documents
Authors: FA ∈ Rna×k , na number of authors
Venues: FV ∈ Rnv×k , nv number of venues
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Optimization Problem for Simultaneous Profiling

Objective function:

L(FD,FA,FV ) =
∑

(i ,j)∈ED

‖FD(i , :)− FD(j , :)‖2 + ‖GAD − FAF T
D ‖2F

+‖GVD − FV F T
D ‖2F + λA‖FA‖2F + λD‖FD‖2F + λV ‖FV ‖2F︸ ︷︷ ︸

regularization terms

Optimization Problem:

min
FD ,FA,FV

L(FD,FA,FV )
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Regularized SVD for Multiple Matrices

With three types of entities U,V ,W , and three relations A,B,C , the
objective function is

E (U,V ,W ) =
1
2
∑

(i ,j)∈OA

(Aĳ−
K∑

k=1
UikVjk)2+

1
2
∑

(i ,j)∈OB

(Bĳ−
K∑

k=1
VikWjk)2

+
1
2
∑

(i ,j)∈OC

(Cĳ −
K∑

k=1
WikUjk)2 +

λ̃

2
∑
i ,k

U2
ik +

λ̃

2
∑
i ,k

V 2
ik +

λ̃

2
∑
i ,k

W 2
ik

OA,OB,OC index sets of observed entries for A,B,C
The objective function is in additive form. The gradient can again be
computed one component at a time, and then sum the results
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Algorithm: Pseudo-Code

For Each Iteration
For each (i, j) ∈ OA

Compute the current estimate Âĳ = uivT
j

Compute the current error Rĳ = Aĳ − Âĳ
For each k = 1, ..., K

Uik ← Uik + µ(RĳVjk − λUik)
Vjk ← Vjk + µ(RĳUik − λVjk)

For each (i, j) ∈ OB
Compute the current estimate B̂ĳ = viwT

j
Compute the current error Rĳ = Bĳ − B̂ĳ
For each k = 1, ..., K

Vik ← Vik + µ(RĳWjk − λVik)
Wjk ←Wjk + µ(RĳVik − λWjk)

Hongyuan Zha (Georgia Tech) CSE 8803RS: Recommendation Systems 11 / 19
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Algorithm: Pseudo-Code

For Each Iteration
For each (i, j) ∈ OC

Compute the current estimate Ĉĳ = wiuT
j

Compute the current error Rĳ = Cĳ − Ĉĳ
For each k = 1, ..., K

Wik ←Wik + µ(RĳUjk − λWik)
Ujk ← Ujk + µ(RĳWik − λUjk)
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Algorithm: Multiple Matrices

Given A,B,C

A ≈ UV T , B ≈ VW T , C ≈WUT ,

Consider the following matrix, U
V
W

 [UT ,V T ,W T ] =

 UUT UV T UW T

VV T VW T

WW T



≈

 ? A CT

? B
?

 = A
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Experiments

Data from Citeseer and DBLP
Evaluations:
— Randomly remove documents from citations, and predict missing
citations
— Use F1 measure: F1 = pr/(p + r), where p is precision and r is
recall
Use label propagation to rank documents
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F-score Comparisons

5.1 Evaluation Metrics
The performance of recommendation can be measured by

a wide range of metrics, including user experience studies
and click-through monitoring. For experimental purpose,
this paper will evaluate the proposed method against cita-
tion records by cross-validation. In particular, we randomly
remove t documents, use the remaining documents as the
seeds, perform recommendations, and judge the recommen-
dation quality by examining how well these removed doc-
uments can be retrieved. As suggested by real user usage
patterns, we are only interested in the top recommended
documents. Quantitatively, we define the recommendation
precision (p) as the percentage of the top recommended doc-
uments that are in fact from the true citation set. The re-
call (r) is defined as the percentage of true citations that
are really recommended in the top m documents. The F-
score, which combines precision and recall is defined as f =
(1 + δ2)rp/(r + δ2p), where δ ∈ [0,∞) determines how rela-
tively important we want the recall to be (Here we use δ = 1,
i.e. F-1 score, as in many related work.) 5 We have intro-
duced a parameter in evaluation, m, which is the number of
top documents we evaluate the f-score at.

5.2 Recommendation Quality
This section introduces the experiments on recommenda-

tion quality. We compare the recommendation by our al-
gorithm with two other baselines: one based on Laplacian
on directed graphs [2] and label propagation using graph
Laplacian [18] (named as Lap) and the other based on Sin-
gular Vector Decomposition of the author matrix (named as
SVD) 6. We chose to compare with the Lap method to see
whether the fusion of different graphs can effectively pro-
duce additional information than the original graph citation
graph; We chose the SVD on author matrix as another base-
line because we would like compare our method against the
traditional CF method on the additional graph information
(as one can argue that the significant improvement of the
new method is purely due to the use of the additional infor-
mation).

f \ m m=t m=5 m=10

DS1

f(lap) 0.013 0.048 0.192

f(svd) 0.035 0.086 0.138

f(new) 0.108 0.242 0.325

DS2

f(lap) 0.011 0.046 0.156

f(svd) 0.027 0.072 0.109

f(new) 0.083 0.158 0.229

Table 1: The f-score calculated on different numbers
of top documents, m.

5Note that even it is the recommendation problem that we
address, we cannot use the Mean Average Error (MAE),
which is used for measuring the quality of a Collaborative
Filtering algorithm, because we do not seek to approximate
the ratings of documents but to preserve their preference
orders in the recommendation ranking.
6If we consider the author matrix as a user-item rating ma-
trix, the SVD of the rating is in fact a simple Collaborative
Filtering (CF) method. However, due to different objectives
of our problem and the traditional CF, we will see later that
our method outperforms SVD towards our goal significantly.

f \ t t=1 t=2 t=3 t=4

DS1

f(lap) 0.041 0.048 0.075 0.086

f(svd) 0.062 0.088 0.099 0.103

f(new) 0.197 0.242 0.248 0.252

DS2

f(lap) 0.037 0.047 0.068 0.077

f(svd) 0.049 0.072 0.082 0.086

f(new) 0.121 0.158 0.181 0.182

Table 2: The f-score w.r.t. different numbers of left-
out documents, t.

Table 1 and Table 2 list the f-scores (defined in Sec. 5.1)
of three different methods (our new method with Lap and
SVD) on two datasets (DS1 and DS2). Table 1 for different
number of top documents evaluated on (denoted by m). We
are able to see that the new method outperforms both Lap
and SV D significantly on both datasets in different settings
of parameters. In general, the new method are 3 − 5 times
better in f-score than Lap and 2.5 times better than SV D.
The Lap method under-performs SV D on the very top doc-
uments but beats it if evaluated on more top documents. In
addition, we notice that the f-scores get better in general as
we look at more top documents. Also, the f-scores on the
smaller dataset DS1 are generally higher than those on the
larger dataset DS2. Here, we can see that the recommen-
dation quality can be significantly improved by using the
author matrix as the additional information. Note that the
different information, when used individually, such as the
Lap on the citation graph or the SV D on the author graph,
can be not as good. However, if the multiple information
are combined, the performance is greatly improved7.

5.3 Parameter Effect
The effect of parameters for the new method is experi-

mented in this section. We experiment with different set-
tings of dimensionality, or k, and weights on authors and
venues, or α and β. In Table 3, we show the f-scores for
different k’s. It occurs that the f-scores become higher for
greater k. We believe this is because the higher dimensional
space can better captures the similarities in the original ci-
tation graphs. However, on the other hand, we observe that
it takes longer training time for greater k. Seeking k thus
become a trade-off between quality and efficiency. In our
experiments, we chose k = 100 as greater k do not seem
to give much better results. The CPU time for training at
different k’s are illustrated in Table 4.

f \ k k=50 k=100 k=150 k=200

DS1 0.203 0.242 0.249 0.262

DS2 0.095 0.158 0.181 0.197

Table 3: The f-score w.r.t. different setting of di-
mensionality, k.

7In our experiments, additionally, we work with different
methods of formulating the author matrix, A, for example,
using the number of citations from authors to documents in
A. The experiments show that using the citation-ship in A
can be even better. Due to space limit, here we present the
experiments with authorship in A only.
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F-score Comparisons

5.1 Evaluation Metrics
The performance of recommendation can be measured by

a wide range of metrics, including user experience studies
and click-through monitoring. For experimental purpose,
this paper will evaluate the proposed method against cita-
tion records by cross-validation. In particular, we randomly
remove t documents, use the remaining documents as the
seeds, perform recommendations, and judge the recommen-
dation quality by examining how well these removed doc-
uments can be retrieved. As suggested by real user usage
patterns, we are only interested in the top recommended
documents. Quantitatively, we define the recommendation
precision (p) as the percentage of the top recommended doc-
uments that are in fact from the true citation set. The re-
call (r) is defined as the percentage of true citations that
are really recommended in the top m documents. The F-
score, which combines precision and recall is defined as f =
(1 + δ2)rp/(r + δ2p), where δ ∈ [0,∞) determines how rela-
tively important we want the recall to be (Here we use δ = 1,
i.e. F-1 score, as in many related work.) 5 We have intro-
duced a parameter in evaluation, m, which is the number of
top documents we evaluate the f-score at.

5.2 Recommendation Quality
This section introduces the experiments on recommenda-

tion quality. We compare the recommendation by our al-
gorithm with two other baselines: one based on Laplacian
on directed graphs [2] and label propagation using graph
Laplacian [18] (named as Lap) and the other based on Sin-
gular Vector Decomposition of the author matrix (named as
SVD) 6. We chose to compare with the Lap method to see
whether the fusion of different graphs can effectively pro-
duce additional information than the original graph citation
graph; We chose the SVD on author matrix as another base-
line because we would like compare our method against the
traditional CF method on the additional graph information
(as one can argue that the significant improvement of the
new method is purely due to the use of the additional infor-
mation).

f \ m m=t m=5 m=10

DS1

f(lap) 0.013 0.048 0.192

f(svd) 0.035 0.086 0.138

f(new) 0.108 0.242 0.325

DS2

f(lap) 0.011 0.046 0.156

f(svd) 0.027 0.072 0.109

f(new) 0.083 0.158 0.229

Table 1: The f-score calculated on different numbers
of top documents, m.

5Note that even it is the recommendation problem that we
address, we cannot use the Mean Average Error (MAE),
which is used for measuring the quality of a Collaborative
Filtering algorithm, because we do not seek to approximate
the ratings of documents but to preserve their preference
orders in the recommendation ranking.
6If we consider the author matrix as a user-item rating ma-
trix, the SVD of the rating is in fact a simple Collaborative
Filtering (CF) method. However, due to different objectives
of our problem and the traditional CF, we will see later that
our method outperforms SVD towards our goal significantly.

f \ t t=1 t=2 t=3 t=4

DS1

f(lap) 0.041 0.048 0.075 0.086

f(svd) 0.062 0.088 0.099 0.103

f(new) 0.197 0.242 0.248 0.252

DS2

f(lap) 0.037 0.047 0.068 0.077

f(svd) 0.049 0.072 0.082 0.086

f(new) 0.121 0.158 0.181 0.182

Table 2: The f-score w.r.t. different numbers of left-
out documents, t.

Table 1 and Table 2 list the f-scores (defined in Sec. 5.1)
of three different methods (our new method with Lap and
SVD) on two datasets (DS1 and DS2). Table 1 for different
number of top documents evaluated on (denoted by m). We
are able to see that the new method outperforms both Lap
and SV D significantly on both datasets in different settings
of parameters. In general, the new method are 3 − 5 times
better in f-score than Lap and 2.5 times better than SV D.
The Lap method under-performs SV D on the very top doc-
uments but beats it if evaluated on more top documents. In
addition, we notice that the f-scores get better in general as
we look at more top documents. Also, the f-scores on the
smaller dataset DS1 are generally higher than those on the
larger dataset DS2. Here, we can see that the recommen-
dation quality can be significantly improved by using the
author matrix as the additional information. Note that the
different information, when used individually, such as the
Lap on the citation graph or the SV D on the author graph,
can be not as good. However, if the multiple information
are combined, the performance is greatly improved7.

5.3 Parameter Effect
The effect of parameters for the new method is experi-

mented in this section. We experiment with different set-
tings of dimensionality, or k, and weights on authors and
venues, or α and β. In Table 3, we show the f-scores for
different k’s. It occurs that the f-scores become higher for
greater k. We believe this is because the higher dimensional
space can better captures the similarities in the original ci-
tation graphs. However, on the other hand, we observe that
it takes longer training time for greater k. Seeking k thus
become a trade-off between quality and efficiency. In our
experiments, we chose k = 100 as greater k do not seem
to give much better results. The CPU time for training at
different k’s are illustrated in Table 4.

f \ k k=50 k=100 k=150 k=200

DS1 0.203 0.242 0.249 0.262

DS2 0.095 0.158 0.181 0.197

Table 3: The f-score w.r.t. different setting of di-
mensionality, k.

7In our experiments, additionally, we work with different
methods of formulating the author matrix, A, for example,
using the number of citations from authors to documents in
A. The experiments show that using the citation-ship in A
can be even better. Due to space limit, here we present the
experiments with authorship in A only.
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Low-Rank Factorization with Side Information

Consider A as the interaction matrix between two types of entities. There
are possible extra information about the entities

Extra similarity information:

min
F ,G
‖A− FGT‖2F + +λ(

∑
ĳ

wF
ĳ ‖Fi − Fj‖2 +

∑
ĳ

wG
ĳ ‖Gi − Gj‖2)

Extra features SF ,SG describing the entities:

min
F ,G
‖A− SF FGT ST

G ‖2F + λ(‖F‖2 + ‖G‖2)

or

min
F ,G,XF ,XG

‖A− FGT‖2F + λ(‖SF − FXF‖2F + ‖SG − GXG‖2F )
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General Case: Graph Case

A collection of different types of entities X1, . . . ,Xn

A graph G = (V ,E )
— V = {X1, . . . ,Xn}
— (i , j) ∈ E if Aĳ a relationship between Xi and Xj

Profiles for each entity: Fi for Xi

Objective function∑
(i ,j)∈E

‖Aĳ − FiF T
j ‖2F + regularization term
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General Case: Hyper-graph Case

A collection of different types of entities X1, . . . ,Xn

A collection of relationships among the entities AJ1 , . . . ,AJm , where
Ji ⊂ {1, 2, . . . , n}
Profiles for each entity: Fi for Xi

Objective function

m∑
i=1
‖AJi −

k∑
j=1

Fs1(:, i)⊗ Fs2(:, i)⊗ · · · ⊗ Fsni
(:, i)‖2F +

+regularization term

Here Ji = {s1, s2, . . . , sni}
Connections with probabilistic graphical models
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