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Next-Basket Recommendation

Scenario: Sequential basket data is given per user (e.g. online
shopping)
Goal: To reccommend items to the user that he might want to buy in
his next visit
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Factorized Personalized Markov Chains (FPMC)

A generalization of Matrix Factorization (MF) and Markov Chain
(MC) models
— Allows to capture both sequential and long term user-taste.
A factorization model that results in less parameter and overcomes
the limitations of MLE
Outperforms MF and MC models both on sparse and dense datasets
Addresses the problem setting with set data
— e.g. in online-shopping usually a basket of products is bought at
the same time
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Notation

U = {u1, ..., u|U|} denotes a set of users.

I = {i1, ..., i|I|} denotes a set of items.

For each user u, a purchase history Bu of his baskets is known:
Bu := (Bu

1 , ...,Bu
tu−1) with Bu

t ⊂ I.

The purchase history of all users is B := {Bu1 , ...,Bu|U|}

Given this history, item recommendation task can be formalized in creating
personal ranking

<u,t⊂ I2

over all pairs of items for user u for his t-th basket.
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Unpersonalized Markov Chains (MC) for Sets

For basket problem, a MC of order m = 1 with p(Bt |Bt−1).
— m = 1 is resonable in this case
— The dimension of the transition matrix A would be 2|I| ∗ 2|I|

Instead model over |I| binary variables al ,i := p(i ∈ Bt |l ∈ Bt−1)
— The dimension of the transition matrix A is |I|2.
— The transition matrix A is not stochastic i.e.

∑
i∈I al ,i 6= 1

The probability of purchasing an item given last basket of a user is

p(i ∈ Bt |Bt−1) :=
1

|Bt−1|
∑

l∈Bt−1

p(i ∈ Bt |l ∈ Bt−1)

The MLE estimate for al ,i given the data B is:

âl ,i =
|(Bt ,Bt−1 : i ∈ Bt ∧ l ∈ Bt−1)|
|(Bt ,Bt−1) : l ∈ Bt−1|
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Personalized Markov Chains for Sets

Extending to personalized MC per user:

au,l ,i := p(i ∈ Bu
t |l ∈ Bu

t−1)

The prediction becomes:

p(i ∈ Bu
t |Bu

t−1) :=
1

|Bu
t−1|

∑
l∈Bu

t−1

p(i ∈ Bu
t |l ∈ Bu

t−1)

The MLE estimate for au,l ,i given the data Bu is:

âu,l ,i =
|(Bu

t ,Bu
t−1 : i ∈ Bu

t ∧ l ∈ Bu
t−1)|

|(Bu
t ,Bu

t−1) : l ∈ Bu
t−1|

Instead of transition matrix, we have a transition tensor A ∈ [0, 1]|U|∗|I|∗|I|
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Limitations of MLE method

MLE estimates each transition parameter indendent of other
parameters
In current scenario, data is extremely sparse, MLE model may suffer
undefitting.
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Factorizing Transition Tensor

The factorization model for the tensor models the pairwise interaction
between all modes of tensor (user U, item I, item L):

For each mode, the pair of factorization matrices are :

U − I : V U,I ∈ R|U|∗kU,I ,V I,U ∈ R|I|∗kU,I

I − L : V I,L ∈ R|I|∗kI,L ,V L,I ∈ R|I|∗kI,L

U − L : V U,L ∈ R|U|∗kU,L ,V L,U ∈ R|I|∗kU,L
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Summary: FPMC

We model p(i ∈ Bu
t |l ∈ Bu

t−1) with factorization cube as :

Since factorization (U,I) is independent of L :
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Optimization formulation (S-BPR)
To model the ranking, an estimator x̂ : U ∗ T ∗ I → R

The best ranking >u,t⊂ I2 for user u at time t can be formalized as :

where Θ are the model parameters

Assuming the independence of users and backets, the maximum MAP
estimator of the model parameters is :
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Optimization formulation ...

Expanding >u,t for all item pairs (i , j) ∈ I2, and assuming the
independence, the probability of p(>u,t |Θ)

An equivalent way to express p(i >u,t j |Θ) is :

We define p(z > 0) := σ(z) = 1
1+e−z :
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Optimization Problem

Overall, the MAP-estimator becomes :

where λΘ is the regularization constant.
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FPMC : Simpler Model

First let us assume,

We have the result that :
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FPMC - A generalization

Setting kU,I = 0 =⇒ pure FMC model

Setting kI,L = 0 =⇒ pure MF model

CLearly, FPMC is linear combination of both the model:

Prashant Gaurav (Georgia Tech) Factorizing Personalized Markov Chains for Next-Basket RecommendationMarch 2, 2011 14 / 19



Learning Algorithm: Stochastic gradient descent
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Stochastic gradient descent
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Data set

The evaluation is performed on anonymized purchase data of online drug
store. http://www.rossmannversand.de
The dataset is 10-core subset, i.e. every user bought atleast 10 items abd
vice versa each item was bought by 10 users.

Prashant Gaurav (Georgia Tech) Factorizing Personalized Markov Chains for Next-Basket RecommendationMarch 2, 2011 17 / 19

http://www.rossmannversand.de


Results
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