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Problem Definition

• Use movie ratings to help book recommendation

user\item Harry 
Potter

God 
Farther

Avatar

Joe 3 5 5

Harry ? 4 5

George 5 3 3
user\item Harry 

Potter
God 
Farther

1984

Joe 3 ? ?

Harry ? ? 5

David 4 ? 5

Movie

Book
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Why it is important?

• Behavior Integration: user generated data are scattered among 

different domains (systems, websites, categories)

• New system: CF is effective for relatively mature systems, 

but not for low-traffic ones.
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Typical settings

• Shared users

• Shared items

• Isolated

movie

Netflix

imdb

movie

book

amazon movie

amazon book

movieNetflix

amazon book
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Typical settings

• Shared users : rating matrix

• Shared items

• Isolated

movie book
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Collaborative Filtering

• Single domain
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Transfer Collaborative Filtering

• Shared users

– shared factor [c.f. collaborative matrix factorization]

– correlated factor
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Transfer Collaborative Filtering

• Shared items

– shared factor [c.f. collaborative matrix factorization]

– correlated factor
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Transfer Collaborative Filtering

• Isolated case

different users make decisions (rate) regarding different items

– shared factor does not work --- no correspondence to share

– correlated factor does not work either --- trivial covariance

– nothing useful to transfer?

• Behavioral pattern regardless user/item

• ...
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Representative work

• Shared case
– [Yang et al, WWW' 2011]

Like like alike -- Joint friendship and interest propagation in social networks

– [Zhang & Yeung, UAI' 2010]

Multi-Domain Collaborative Filtering

– [Pan et al, AAAI' 2010]:  Transfer Learning in Collaborative Filtering for 

Sparsity Reduction

• Isolated case

– [Li et al, IJCAI' 2009]:  Can movies and books collaborate? - cross domain 

collaborative filtering for sparsity reduction

– [Li et al, ICML' 2009]:  Transfer Learning for Collaborative Filtering via a 

Rating-Matrix Generative Model
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Like like alike ... [Yang et al WWW' 2011]

• Shared factor
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Like like alike ... [Yang et al WWW' 2011]

• Results
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Multi-domain CF [zhang & Yeung UAI' 2010]

• For each domain

• Correlated profile
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Multi-domain CF [zhang & Yeung UAI' 2010]

• Results
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Transfer Learning in CF for Sparsity Reduction [Pan et al AAAI' 

2010]

• Shared users & items
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Transfer Learning in CF for Sparsity Reduction [Pan et al AAAI' 
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• Correlated factors ("coordinate system transfer")
– 1. SVD in R1 and R2 independently
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Transfer Learning in CF for Sparsity Reduction [Pan et al AAAI' 

2010]

• Shared users & items

• Correlated factors ("coordinate system transfer")
– 1. SVD in R1 and R2 independently

– 2. Correlated factors (use U1 and V2 as Gaussian means)
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Transfer Learning in CF for Sparsity Reduction [Pan et al AAAI' 

2010]

• Results
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Can movie and book collaborate ... [Li et al IJCAI' 2009]

• Rating pattern ("codebook") transfer
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Can movie and book collaborate ... [Li et al IJCAI' 2009]

• Rating pattern ("codebook") transfer
– Bi-cluster users/items in auxiliary domain according to ratings

– Use cluster centers as "codebook" to recover ratings in target domain

– Predict rating by train a CF model on the recovered ratings
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Can movie and book collaborate ... [Li et al IJCAI' 2009]

• Rating pattern ("codebook") transfer
– Bi-cluster users/items in auxiliary domain according to ratings

– Use cluster centers as "codebook" to recover ratings in target domain

– Predict rating by train a CF model on the recovered ratings

orthogonal nonnegative tri-factorization
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Can movie and book collaborate ... [Li et al IJCAI' 2009]

• Rating pattern ("codebook") transfer
– Bi-cluster users/items in auxiliary domain according to ratings

– Use cluster centers as "codebook" to recover ratings in target domain

– Predict rating by train a CF model on the recovered ratings

• 1

• Predict rating by memory based CF
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Can movie and book collaborate ... [Li et al IJCAI' 2009]

• Results
– Use Eachmovie to help recommendation on Movielens or BookXing
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Transfer Learning for Collaborative Filtering via... [Li et al ICML' 2009]

• Rating pattern ("codebook") transfer
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Transfer Learning for Collaborative Filtering via... [Li et al ICML' 2009]

• Rating pattern ("codebook") transfer
– A pLSI-style generative model

• draw a cluster m~p(Cu), n~p(Cv)

• draw user u ~ p(u|Cu=m), draw item v ~ p(v|Cv=n)

• draw rating r ~ p(r |Cu=m, Cv=n)

– Rating prediction

Cu Cv

u v
r

p qB
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Transfer Learning for Collaborative Filtering via... [Li et al ICML' 2009]

• Results



35

Thanks!
Any comments would be appreciated!


